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EVE NEEDS 3 MIRACLES

2.5KM Resolution

30,000 SYPY

30 MW

40 SYPY on 2,140 CPU at 1 MW

O(750 MW) for 30,000 SYPY

Full State Vector Interactivity

Any Region

Any Time Period

Full State Vector Visualization

From Cloud

Exabytes of Data to Store Top-of-Line NVIDIA Visualization 

Supercomputer

MIRACLE #1

TODAY

MIRACLE #2

TODAY

MIRACLE #3

TODAY

Jensen Huang, EVE Summit: https://www.youtube.com/watch?v=GTJVpPsSwpI

https://www.youtube.com/watch?v=GTJVpPsSwpI


EARTH-2 — 3 MIRACLES

NVIDIA
ACCELERATED COMPUTING

MODULUS PHYSICS-ML
FOURCASTNET

OMNIVERSE
DIGITAL TWINS



Earth Climate Digital Twin

EARTH-2

EARTH-2

DATA SOURCES / INITIAL CONDITIONS

…

NVIDIA
ACCELERATED COMPUTING

MODULUS PHYSICS-ML
FOURCASTNET

OMNIVERSE
DIGITAL TWINS



Connecting 3D, Simulation, and Observation Data

NVIDIA OMNIVERSE ENTERPRISE XXXNVIDIA OMNIVERSE FOR INTERACTIVE DIGITAL TWINS

RTX 

Rendering

IndeX

Rendering

NeuralVDB PhysX AI & 

Modulus

Portal

OMNIVERSE



INTERACTIVE EXPLORTION OF FUSED MULTI-SOURCE DATA

Global View Local View



DATA FEDERATION – PROVIDE DATA PRODUCTS AT VARING TIMESCALES
ARCHITECTURE

CLIENT

• Spoke and hub of services (client, adapters) 

connected to Nucleus

• Scalable message broker via active database

• Client issues data requests

• Omniverse Client Library (C++ or Python)

• Broadcast JSON formatted messages

• Client/Adapter messaging protocol

• “Query/Solution”: What is available?

• “Order/Fulfillment”: Return specific data 

• Client:

• Can operate asynchronously in a Jupyter Notebook

or a Python app

• Adapters:

• Light-weight Python applications

• Can run anywhere with access to a Nucleus instance

• Translate data request into external API vocabulary 

(e.g. CDS)

ADAPTER ADAPTER

ADAPTER ADAPTER

ADAPTER



DATA FEDERATION
VOCABULARY

CLIENT

ADAPTER

QUERY: "What is available?"

• Can be empty

• "What is available?"

• Can include specific variables

• "Is X available?"

• Can include specific slices

• "What is available here/now?"

• Can include specific data types

• "What textures are available?"

• Or any combination of the above

SOLUTION: "This is available!"

• One per adapter

• Provides a complete description of the

data provided by the adapter

• All coordinate information, including grid

information, time coordinates, etc.

• Used by clients to construct ORDERs

ORDER: "Where is this?"

• Constructed from a specific SOLUTION

• Targeted at a specific adapter

• Contains a complete description of the

data being requested

FULFILLMENT: "This is where it is!"

• Can have multiple for a single order

• i.e., data can be streamed

• Provides URLs and access parameters to

the data requested in the ORDER

• URLs can point to remote data

• Or data can be cached locally for fast 

access, and URLs are "local"

• Actual data is pulled from the client

(not pushed from adapter)



DATA FEDERATION: BASIC EXAMPLE

CLIENT

Cloud

Storage

Provider

VOCABULARY BOUNDARY

TEXTURES

ADAPTER

DATA

ADAPTER

NUCLEUS

CACHES

TEXTURES

DATA FEDERATION MESSAGES

DATA FLOW



DATA FEDERATION
EXAMPLE ARCHITECTURE

CLIENT

Cloud

Storage

Provider

Cloud

Compute

Service

VOCABULARY BOUNDARY

TEXTURES

ADAPTER

DATA

ADAPTER
SERVICE

ADAPTER

OBJECT

STORE

CACHES

DATA

NUCLEUS

CACHES

TEXTURES,

USD, ETC.

DATA FEDERATION MESSAGES

DATA FLOW



The Most Advanced Accelerated Computing Platform

NVIDIA GH200

Tightly Coupled CPU and GPU with 900 GB/s NVLink-C2C

Optimized for Memory-Intensive, Accelerated Workloads

Co-Scheduling of CPU and GPU for Maximum Flexibility  

Scale with NVLink Switch System

4 PetaFLOPS TE  |  72 Arm Core CPU  |  96GB HBM3  |  576GB GPU Memory



Grace Hopper Superchip NVLINK Switch x36NVLINK Switch x3

X 8 X 32 =

256 Grace Hopper Superchips  |  1 ExaFLOPS Transformer Engine

144 TB GPU Memory



IGNORING DIVERSITY HURTS PERFORMANCE TREMENDOUSLY
Leveraging novel hardware features for speed-of-light performance



UNBLOCKING SPECTRAL TRANSFORM WITH NVLINK SWITCH

▪ Up to 256 connected GH200 modules

=> Should be able to fit TCc7999

▪ All-to-all heavy spectral transform

▪ Including data transfers to/from GPU



SUMMARY/CONCLUSION

▪ E2 Platform: Earth Climate Digital Twin

▪ Interactive access to climate data
▪ Archived and live computed

▪ Data federation
▪ Access data form multiple sources
▪ Client accepts «best offering», depending on 

needs

▪ Simulations packaged as services
▪ Tailored/optimized for specific platform
▪ Takeing advantage of latest hardware features can 

have significant performance impact
▪ New networking capability can have significant 

impact
▪ Speed-of-light implementations as guiding star, 

not necessarily for production runs
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