Implementation of the Production
European Weather Cloud
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What is the European Weather Cloud

“The European Weather Cloud aims to be the cloud-based
collaboration platform for meteorological application
development and operations in Europe and enables the
digital transformation of the European Meteorological
Infrastructure.

The European Weather Cloud is dedicated to support the
National Hydro-meteorological Services of the Member
States of both ECMWF and EUMETSAT in fulfilling their

official duties to protect life and property from impending

meteorological hazards.”

"a community cloud"

_ PILOT
PROJECT https://www.europeanweather.cloud
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Why European Weather Cloud

Community

Data proximity
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High level architecture
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International collaboration;: SEE-MHEWS
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The Common Cloud Infrastructure - CCI

136.156.*

192.168.*

i 192.168.*

VM

RADOS-GW (S3) RADOS-RBD
Objects Virtual disks Files and Dirs

Ceph storage cluster (x2)
+4 PB usable storage

DHS : Data Handling system,
MARS : Meteorological ARchive System
ECPDS : ECMWF Product Dissemination System

Local area network

Internal systems
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Building the Production European Weather Cloud

 Potential and Motivations
« Agility and Flexibility
* |solation and Sharing
* Self-service compute platforms
* Method
* HPC network fabrics
 High-performance virtualisation
- High-speed access to storage
« Self-service compute platforms
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Software-Defined Infrastructure: Agility and Flexibility, Isolation and Sharing

* Implemented using OpenStack and Ceph
* Multi-tenancy model supports isolation and sharing of resources
* Fine-grained access control
* Role-based access control
« Managed using a new generation of tools:
* Terraform
* Ansible
* Helm (Kubernetes)
« REST APlIs
» Self-service compute platforms build on these components
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HPC network fabrics

* SR-IOV

* Present NIC virtual functions to VMs
* VF-LAG

 Active-active bonded network ports
« ASAP?

» Hardware offload of SDN flow rules
* RoCE

 RDMA over Converged Ethernet
* Live migration supported
 Security groups supported
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Virtualised HPC Network Performance

« Ethernet RoCE latency typically 2.6us

* Virtualisation and SDN overhead is up to
1.0us over bare metal Ethernet RDMA
performance

« Additional functions / overheads incurred are:

 LAG / VF-LAG

« ASAP?

« SRIOV / virtualisation

* Virtual tenant network encapsulation

« Bandwidth achieved (depending on VM and
hypervisor configuration) can saturate
2x100GDb/s Ethernet links

« Here benchmarked at 174 Gb/s into a VM
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Duplex write bandwidth (Gb/s)

Virtualised ib_write_lat over VF-LAG and ASAP2 Networking
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High-performance virtualisation

« Host CPU model passthrough
* Processor core pinning

» Pass through NUMA topology
« Static huge pages

* Also general-purpose flavours

CPU Sockets
NUMA Regions

I
Processor cores L
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European Weather Cloud Storage

» European Weather Cloud includes significant
internal Ceph storage resources.
* Object storage - S3 and Swift APls

* Block storage - for VM root disks and data
volumes

* Ceph filesystem - POSIX-compliant filesystem

« Shared access to storage network -
retaining isolation from other project
resources

r = openstack (@) ceph

EUROPEAN WEATHER CLOUD

Tenant Network A

L ]
Tenant Network B
User VMs I

External/Ceph Network
}{ Hardware router

Storage Network

ceph || ceph || ceph || ceph | ceph
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Ceph Servers

External/Internet
Network
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Scale-Out Performance of Ceph Storage

 Individual client VMs sustain ~6 GB/s

25000

Bandwidth vs clients - fio-job - 4194304

(4MB 10 reads)

» Performance scales to ~21 GB/s
aggregate read bandwidth on each
cloud

20000

« Performance sustained once storage
hardware saturated

15000 A

« Similar performance levels measured
for block and file protocols

10000 ~

Fio-job bandwidth (MB/s)

» Write bandwidth lower due to data
replication factors

5000 A

» Aggregate bandwidth will scale with
hardware extension
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Self-service Cloud Application Portals: Morpheus, Kubernetes, Azimuth

* Azimuth is a Cloud Portal
designed for researchers

* A catalogue of compute
platforms is available for self-
service

* The catalogue is maintained
by cloud admins and
configured for optimal HPC
integrations

« Compute platforms are
defined using cloud-native
automation - Terraform,
Ansible, Kubernetes, Helm

@zimuth
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ene @ Kubernetes | rep-cloud-portal X =

&«

(67 @ portal.apps.hpc.cam.ac.uk/tenancies/3a06571936a0424bb40bc5c672c4cchl/kubernetes

Create a new Kubernetes cluster

Cluster name

matt-k8s

Cluster template

v1.23.3 Kubernetes version: 1.23.3

Control Plane Size

Enable auto-healing?
If enabled, the cluster will try to remediate unhealthy nodes automatically.

Node Groups

Name

No node groups configured yet.

=+ Add node group

Cluster Addons

StackHPC



The Software-Defined Supercomputer

«Bringing it all'together:
« The performance of HPC
- The flexibility of Cloud
« Bare metal, Virtualisation, Containerisation
- Consolidated in a common infrastructure
* Self-service and muiti-tenancy
* Driven by-open source and open standard APIs

HPC



Thank You

Stig Telfer Xavier Abellan

stig@stackhpc.com xavier.abellan@ecmwf.int
https://www.stackhpc.com

With thanks to the StackHPC team:

* Pierre Riteau
» Grzegorz Koper
« Will Szumski
« Jakub Darmach
« Justin Coquillon
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