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Ouvutline:

We are making good use of HPC for weather and climate
prediction

A convergence of diverse science domains connected to
weather using HPC will provide new knowledge and impact

We are already moving in this direction: We are making
strides to combine scales, physics, and models
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Climate/weather scientists have been early
adopters of data collection for forecasting -
since the inception of telegraphy

« Electrical telegraphy was used as early
as the mid 1800’s.

* Provided experimental data to confirm
and refute theories of meteorology

« Could do very basic forecasts

« Data security was an issue even then, as
accurate weather forecasts provided an
advantage in the battlefield. Many used
codebooks.

Some good discussion of the drama of these developments in Peter
Moore. The Weather Experiment: The Pioneers Who Sought to See the
Future. New York: Farrar, Straus & Giroux, 2015.




Climate/weather modelers have also been very early
adopters of HPC

 First coupled ocean-atmosphere
general circulation model,
eventually used for global warming
experimentsin 1975

e Used 1200 CPU hours (50 days) on
the UNIVAC 1108 @ GFDL

Image courtesy of
Computer History
Museum.
http://www.computer ’
history.org/collection
s/catalog/102621838

F16. 1. Ocean-continent configuration of the model.
Manabe and Bryan, JAS, 1969

« 9 atmosphere levels and 5 ocean levels

« Continental boundary of atmosphere used
over land as seen above

« Ocean has anice pack!
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Today: weather and climate modelers provide a host of
accurate and reproducible science
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Going forward, our stakeholders need answers about
weather mpacts

 Electrical grid

« Oceans -Flooding e Buildings/Structures
« Seaice andice —Heg’r WAves  Urban infrastructure
sheets -Wind events ,
. . e Transportation
e Land surface e Disedse propagation ,
. . « Agriculfure
e Subsurface e Habitat: sea level rise,

storms, drought
e Plants/Ecosystem/Saoils o

o Air/water quality
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Vision: create an interacting, robust, flexible, modular computing
environment of diverse components that allows us to ask and
answer science qguestions

Will the melting . .
Greenland ice We need climate models with good atmosphere and ocean

heet alter th coupling, high resolution and basin wide ocean data, GIS
S eel\/\%(e:r e models with accurate streamflow, efc.

Will mailaria We need high resolution climate models, downscaled, and/or
spread to new regional models with precipitation/moisture and elevation data
areas of the and create “ponding” and other mosquito habitat conditions
globe? meftrics and couple to population and urban models

Will climate | | | |
change induce We need climate models with urban scale inputs and resolution,

heat index with humidity data, weather extremes, coupled to

chcnges In population data, energy costs, etfc.

transportatione
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What could this environment this look like?

s = modubedken
< modulolri gy
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Diversity of the experimental setup
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Diversity of the experimental setup

e Gather observational data from
more and diverse sources

— Personal weather stations
— Social media

- Generate missing data using ML
methods

 More diverse and better quality
model data (resolution, accuracy)

o Improved assimilated data

- From more and unigue, non-
gaussian distributed sources

— Better assimilation methods
(Using models) with existing data
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Diversity of models
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Diversity of models With data we can run models to
understand our earth system

« PDE: Partial Differential Equations (fime
and space) of the atmosphere, ocean, ice
sheets, subsurface flow, etc.

« ODE: Ordinary Differential EQuations of the
land surface, disease propagation,
chemical reactions efc.

* Al/ML models cover a very wide space
and are being explored for a number of
applications, e.g. unsupervised learning to
detect events and surrogates for
subsurface flow

« Systems models, e.g. life cycle, land use
land cover change (LULCC) models

o Opftfimization models, single or multilevel,
linear or nonlinear, often used by our
stakeholders
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Diversity of analytics
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Diversity of analytics
Analysis provides insight from models
A LY TI and data and leads to discovery
C& « Verification and validation of models

and the computing environment to
build confidence

« Community tests and evaluation of
models and their couplings

 Ensembles for sensitivity

« ML/AIl applied to model output
(rather than serving as the model of
the Earth system itself)

o Staftistics: the collections of methods
for all of the above
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Diversity of outcomes
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Diversity of outcomes

e Forecasts: from individual and
combined models/analytics

e Projections: with input from our
stakeholders

o Uncertainty: both within and across
models, data, and analyfics.
Define the range of outcomes

e Sensitivities: how much does output
varye How do results change when
we create a complex computing
environmente

 Products: how do we package,
distribute, and message the
information from our computing
environment?e
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Diversity of tools
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Diversity of tools

« Computing tools are needed for all of the
pieces of our computing environment

« We all know we need good software. Does
it have to be a certain language®

o ey . « How do we combine software from
egor (CINT), intoni(in), = - multiple communitiese

teger (C_INT), intent(in),

e Future HPC systems are changing in a way
that could benefit or stymie our efforts to
build a computing environment

- Connected/integrated computing
- Quantum/neuromorphic

- Cloud computing

- Sensors to collect data

« Data transfer, access control, cyber
infrastructure ....
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Coupling: enabling a complex yet valuable computing
environment

3 OAK RIDGE Where is our community now in realizing this vision?
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Currently: The community has been working to address
multiple space and time scales within PDE models

hyperviscosity
dynamics dtime
RK stages nsplit*rsplit*qsplit*h_sub

dtime 9s
nsplit*rsplit*qsplit
~ 18 s P
tracer § J“ﬁ-n
advection o
dtime
nsplit*rsplit

90 s

day 36

column latitude (degrees_n:

N
vertical
remapping
dtim_e
nspilt Anatomy of a time step in E3SM’s

| B EAM for Y spatial resolution using

v an explicit scheme. The lack of | .
cloud physics weak scaling with explicit schemes e

dtime

900s = 15 mins is largely mitigated with many _ o _
- layers of subcycling. However: the With overly diffusive fime schemes,

ratio of the largest to smallest time weather features dissolve over climate

step size covers 2 orders of time scales.
OAK RIDGE magnitude
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Planet: Coupling weather predictions with flood models

e Met Office e NASA
e Weather e Land
Forecasting Information
Models System (LIS)
. J N\ J

e ERDC e ORNL/TTU

e Stfreamflow e TRITON
Prediction inundation
System (SPT) model

X o X TN R
........ - \ W 2 Depils (1)
pa 5 X NG

. igh = 9IS

Low: 0 -
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Survey. E3n
| 0 O Y IO S I T Commarey

Opportunity: improve and automate the workflow.
The model coupling crosses many institutional
boundaries and is currently loose and manual

Impact: flood prediction at the neighborhood
level ahead of large rain events

NGA provides the elevation data

%OAK RIDGE This involves 5 independent organizations with a common goal, with U.S. Air Force as the sponsor
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People: Coupling data with models: air quality

time=2023/08/20 13:00 | CMAQ - AIRNOW

« NOAA: coupling weather models and air quality
https://www.arl.noada.gov/news-pubs/west-coast Y -
wildfire/ YO

80

e Uses Hysplit, a hybrid Lagrangian / Eulerian
methodology to compute multiple interacting
pollutants transported, dispersed, and deposited
over local to global scales.

- 60

g m-3]
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Opportunity: Incorporate uncertainty 20
information and higher resolution

Impact: produce air quality information for SMONET

multiple stakeholders in the presence of

forest fires, dust, volcanic ash, locusts, ana Animation from wildfire smoke forecast for August
uses back trajectory fo determine the source | 20-23, 2023. This forecast is also compared to the
of release, as maps in apps, widgets, AirNow stations (shown as circles), fo measure the
weathercasters, educafors performance of the model in real-world conditions.

%OAK RIDGE  AjNow is o partnership of the U.S. EPA, NOAA, NPS, NASA, CDC, tribal, state, and local air quality agencies
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https://www.arl.noaa.gov/news-pubs/west-coast-wildfire/
https://www.arl.noaa.gov/news-pubs/west-coast-wildfire/

Infrastructure: coupling climate models to energy related
O p p | i C O -l-i O n S Cal;eqﬁ?rrotal CDD Changevi\i'inr"rt:tral HDD

Changes in Temps by mid-century will shift US
electricity and natural gas demand

Connected downscaled climate projections to

models of US residential energy demand from I~ ST [T TETPRIT L]
heating degree days (HDD) and cooling degree
days (CDD)

More intense and prolonged warm conditions will
drive an increase in electricity demand while @

Degrees Celsius/day

shorter and milder cold season will reduce natural (T T T T - T e

Degrees Celsius/day

0 02 04 06 08 1°C/day -1 08 -06 -04 -02 0 °C/day

gas demand by the mid 21st century

Change in Summer tmax Change in Winter tmin

Opportunity: Incorporate alternative scenarios,
rigorous coupling, access to energy use data

_ (f)
Impact: Comprehensive analyses of residential i hasdsle EDI_:I_"”'“S“’““S
energy demand in response to climate change S S SR ESINS I 002 04 06 08 10 12 14 °C

Rastogi et al. (2019) doi.org/10.1088/1748-9326/ab22d2
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Each of these are a great start toward the vision of a
computing environment that allows us to answer our
science guestions. But there is a lot more work to do to

combine disparate pieces:

Time and

atmosphere and

Spcce oceanic flow
scales

atmosphere
PDEs and
disease model
ODES

Open source

DO TO climate data
d
Types en:rrcj:jy Sger%lucr:ieo’ro
SCieﬂce Chemistry and
. biology of
domains agriculfure
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Coupling well across scales matters

Histograms of errors as a function of the local time

« CMIP6 models suffer from temporal NUMDED% 215" ST T R0% P50% © sbs st oo e
inconsistencies at the ocean-atmosphere s s
interface >201 (a) 1 (@)

[10:20]4 ]

* IRINA group fested an iterative coupling E 0
algorithm for atm and ocean based on the 5 ™
Schwarz iterative method gw,m J

[0.1:0.2] 1

» Difference between the two numerical <01
solutions is often larger than 100% of the
solution, even with a small coupling period, Figure 7 from Marti et al. paper: Histograms of
thus suggesting that significant errors are errors as a function of the Roman local time and
potentially made with current coupling error classes for the parallel experiments. Top
methods (a, c) panels show the percentage of cases in

space-time in each range of error as a function

« Need fo balance cost and accuracy. They of the Roman local time. The % are computed
suggest just 2 iterations of Schwarz with respect to the total number of cases for

A Schwarz iterative method to evaluate OAC schemes: each local time.

implementation and diagnostics in IPSL-CM6-SW-VLR Marti et.
Al. GMD, 14, 2959-2975, 2021
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Coupling across many diverse models: What is the best
way to exchange datfae

 Example: Malaria and other Mosquito borne ol
diseases. TRANSACTIONS B .

« Review article (right shows the cover) outlines the Samess
challenges and opportunities to understand changes ‘
in disease transmissions due to climate change

o Studying requires understanding and incorporating
models of socio-economics, shiffing weather
patterns, and background climate and coupling
statistical and mechanistic models and coupling
different time scales

* Another example: Due to increased population
mobility and surface T increases, Chagas disease has
been detected and is growing in USA, Canada, and
many European and some African, Eastern
Mediterranean and Western Pacific countries.
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Final thought about becoming diverse with models and data:
Testing Is crucial

Oberkampf and collaborators provide @
baseline philosophy for creating predictive
models we trust in computational science:

mm YWhat can go wronge

mm How likely is it to happen?

mm What are the consequences?

In the context of weather and climate models, what
do we have in terms of: Fidelity, Software quality,
Numerical accuracy, Comparison to experimental
data, Estimation of uncertainty, Understanding

%OAK RIDGE
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The community is making tools to help!
LIVkit: Comprehensive V&V of ice sheets and coupled models
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used by |

CMIP5 ESMs

PCC AR6

CMIP6 ESMs
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From diversity, to convergence o solutions.

Jackson Pollock

“Convergence”
1952

We need to embrace the diversity of tools, capabilities, and scientists, and immerse
ourselves in this new paradigm of scientific discovery to make an impact.
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PASC24 theme: Synthesizing

Learning and Computing

Applications Through

P H The program includes keynote
presentations, papers,
S E minisymposia and
poster sessions, a panel

Zurich [ 3-5 June 2024 discussion, and an

sSwitzerland

interdisciplinary dialogue.

PASC24 is an international

conference committed to fostering

interdisciplinary exchange of

knowledge in scientific computing
and computational science, with a
strong focus on methods, tools,

algorithms, application challenges,
and novel techniques in the usage
of high-performance computing.

https://pasc24.pasc-

conference.org/

Upcoming Submission Deadlines

»>21 October 2023: Deadline for Minisymposium
Expressions of Interest

»>01 December 2023: Deadline for full paper submissions
»>22 December 2023: Deadline for poster submissions
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