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Research agenda with ETP4HPC
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TCI-use case analysis sessions in 2021 



▪ Scope: Produce a Technology Agenda for DestinE: 

• A series of technical papers addressing specific DestinE challenges

▪ Provide technical insight and recommendations for critical DestinE domains:

• Federating EuroHPC systems and their storage resources

• Data streaming supporting real-time data data analysis, modelling and decision making

• IOT and networking roadmaps in preparation of 6G based edge and fog computing  

• Cyber security to protect DestinE operations in a distributed and interconnected HPC infrastructure

• Mathematical foundation for ML training on streaming data and model order reduction

▪ Address three different time horizons:
• Near term: next 2 years

• Mid-range: 3-4 years

• Long-term: recommendations of R&D calls (> 4 years)
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Step 2: Implementing DE_380

ETP4HPC conference 8.3.2023
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Embedded in European Data (spaces) landscape
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NVIDIA: earth-2
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Implementation: Phasing and Responsibility
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Development of the 
core service platform 
(ESA), the data lake 
(EUMETSAT), the digital 
twin engine and the first 
two digital twins on 
weather-induced 
extreme events and 
climate change 
adaptation (ECMWF).

Initial and ramp-up 
operations, 
consolidation, 
maintenance, 
continuous evolution of 
the DestinE System.

Transition to long-term 
operations.

Launch of Destination 
Earth (DestinE) initiative

Key elements

• Digital Twin Engine
• Digital Twins
• Data lake
• Core platform

Entrusted entities
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KEY COMPONENTS OF DESTINE, ECMWF ROLE
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Digital twin engine (DTE) components and objectives

Applications
& pipelines Data 

handling 

services

Fields

FDB

EuroHPC Data Bridge DESP

FDB

Data stream

Model 
interaction

Digital Twins

Users on DESP

Notification 

services

Workflow 

management

notifications

control

Interactive 

services

v Machine Learning
v Post-Processing

v Data Analytics
v Impact Models
v Decision Making

DESP 

services

https://digital-twin-engine.readthedocs.io



DIGITAL TWINS 
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Trial different scenarios

More realistic at global scale

Include impacts where they matterMore realistic at local scale

QUALITY IMPACTS INTERACTIVITY

City A in a +2 world

City A in a +4 world

DIGITAL TWIN FEATURES
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2-4 km 

On-demand regional componentContinuous global component

500 m-750 m 

EXTREMES DT: CONTINUOUS AND ON DEMAND



DESTINATION EARTH

Simulations , 2.5 km

simulations, 500m

ON-DEMAND EXTREMES DT

©J. Calvo, AEMET
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IPCC AR6 (2021), 100km Digital Twin, 5km

GLOBAL INFORMATION WITH LOCAL GRANULARITY

© N. Koldunov, AWI
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Tailoring the information to user needs

© A. Lacima, K. Grayson., BSC



DIGITAL TWIN ENGINE 
INTEROPERABILITY 
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RUNNING DTS & MANAGING BIG DATA



October 29, 2014 Funded by the 
European Union

Different types of Integration

Full Integration mode
Directly integrated in the 
DestinE simulation and 
data handling system

Post-processing mode
Integrated as data post-
processing application without 
own Earth-system simulation

Coupling mode
Integrated in a workflow where Digital 
Twins have their own simulation and data 
fusion tasks interfacing with DestinE

Integration continuum

Use DTE
Workflow management, 
HPC and data handling 
software infrastructures

Compatible with DTE
Workflow management, 
HPC and data handling 
software infrastructures

Weak DTE coupling 
independent
Workflow management, 
data management

DTE in the background 
implicit  data handling 
software infrastructure 
use By the end user 
from the DESP
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Climate DT – a novel workflow

Streaming of climate model output in standardized form (Generic State Vector, GSV):

• access the full model state as soon as it is available

• scalability – new applications can be added

• (interactivity – in future phases users may request simulations based on their needs)

Volatile (lasts days), common 

grid, native resolution, high 

frequency, all variables

Permanent, lossy 

compression, interpolated



October 29, 2014



Thank you

thomas.geenen@ecmwf.int
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