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A Diversification Disruption

● The HPC landscape is changing
○ Diversification of hardware architectures
○ Diversification of programming models
○ Diversification of computational methods
○ High Throughput Computing (HTC) growing in importance

● Applications are changing
○ Diversification of components and services
○ Scaling up and out for capacity and access to diverse resources
○ Core services may be distributed or only available in certain places
○ Collaboration and sharing of data and products



A Tale of Two Workflow Regimes

R2O Pipeline

● Transition NWP Research to Operations
● Run the Operational system in Research environment
● Conform to requirements at the bottom of the “funnel”
● Use Operational workflow to make incremental forecast quality 

improvements

Features

● Operational mission is difficult - many modeling systems
● “Funnel” requirements evolve very slowly and meticulously
● Extremely risk averse
● Workflows are a means to an end – A tool in the toolbox

R2O

Forecast
Improvements



A Tale of Two Workflow Regimes

Long Range HPC (Exascale) Research

● Test and explore viability of emerging technologies
● Adapt the Operational system to use new technologies
● R2O “funnel” requirements lack the necessary agility & flexibility 
● Develop workflows that apply HPC advancements to NWP

Features

● Diversification of HPC presents many challenges

● “Funnel” requirements inhibit “out-of-the-box” exploration

● Accept risk of using tools not currently available in Operations

● Diversified workflows are the product of the research

?



Our Vision

Diversified distributed workflows to enable NWP HPC Research



Guiding Principles

● Seamlessly distributed NWP application workflows

● Use existing, hardened, exascale-ready, tools

● Use UFS Unified Workflow building blocks

● No privileged access required for installation or use

● Configuration fully decoupled from execution

● “Let it fail” design for service lifecycle management



Inspiration From The Reactive Manifesto

Properties of reliable distributed applications

● Responsive - Consistent, rapid, response times to user 
requests

● Resilient - Maintain responsiveness during failure with 
isolation, replication, and delegation of failure recovery 

● Elastic - Stay responsive under varying workloads by scaling 
resources and designing without points of contention

● Message Driven - Asynchronous, location transparent, 
messaging, between loosely coupled, isolated, components

Message 
Driven

Responsive

Resilient Elastic



Which Tools Should We Use?

Democratize 
access to 
hardened, 
composable HPC 
workflow tools

● PSI/J

● Flux

● Parsl

● RADICAL

● Swift/T

Support for MPI

Portable Python-based 
workflow expression 
with multiple executors 
for different back-ends

A Scientific Workflow Management Community Challenge

Massive proliferation of bespoke workflow systems



Which Tools Should We Use?

Secure function as a 
service (FaaS) for remote, 
high performance, “fire 
and forget” execution

A Distributed Computing Challenge

Reliable management of secure communications between remote systems 

Remote HPC
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More Challenges
● Should workflows be expressed as programs or as configurations?

○ Python or YAML?

● What about the data?
○ How and when should we move it?

○ Flexible slice and dice - ECMWF Polytope data cube access?

○ Egress and storage costs

○ Globus Flows for multi-hop transfers?



More Challenges
● How do we monitor and steer distributed workflows to diagnose problems?

○ If a workflow is a Python program, how do you interrogate and control it?

○ EPMT: The GFDL Experiment Performance Metrics Tracking Infrastructure

● How do we test while developing distributed workflow capabilities
○ Requires large, complex supporting software stacks

○ CI / CD using containerized Slurm clusters

○ Globus client credentials with GitHub secrets



HPC / Cloud System Slurm managed compute nodes
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The Current Architecture
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The Test Application 

Cycled Data Assimilation with JEDI’s Quasi-Geostrophic (QG) Model

● Start with 3D/4D variational methods
● Progress to fully distributed 3D/4D EnsVar ensembles

MakeTruth MakeObs

Forecast 
without 

Assimilation

Assimilation
Forecast 

with 
Assimilation

Verification

Cycle Loop



The Test Application 



Summary Remarks

● We have a vision, and many questions, but do not yet have all the answers
● We are testing Parsl + Flux + Globus Compute

○ Parsl → High throughput computing and powerful programming interface
○ Flux → MPI-aware scheduling within Parsl workflows
○ Globus Compute → Function as a service (FaaS) for secure distributed execution 

● We are starting small for testing and exploration purposes
○ Simple JEDI QG data assimilation workflow

● We are making use of UFS Unified Workflow development where possible
● Demonstration with a “real” model once foundational pieces are settled 



Questions / Discussion


