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Agenda

• AMD GPUs 

• ECTrans

• AMD profiling tools

• Optimizing ECTrans on AMD GPUs

• Prospects on upcoming architectures

• Summary
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AMD INSTINCT MI250X

128GB HBM2E
3.2TB/s BANDWIDTH

880
MATRIX CORES

220
COMPUTE UNITS

OCP ACCELERATOR 
MODULE (OAM)

1 LINK CONFIGURED 
AS PCI EXPRESS

2 COHERENT
CPU-TO-GPU LINKS

5 GPU-TO-GPU 
INFINITY FABRIC LINKS

UP TO 8 EXTERNAL
I/O LINKS
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AMD – ECMWF Collaboration

• Started in early 2023 : Objectives 

• Help improve the performance of the existing OpenMP® (and OpenACC) offloading implementation in critical codes 

like ECTrans/CloudSC

• Build enough knowledge of the code bases to effectively help the porting to next generation devices

• The vast majority of the porting work was done by ECMWF team

• Why OpenMP®

• Internal AMD Fortran compiler development currently focuses on OpenMP®

• Performance Portable and Productivity

• AMD has not prioritized OpenACC

• HPE Cray has been supporting both OpenACC and OpenMP® in their Fortran compiler

• Same backend for OpenMP® /OpenACC accelerated code

• Managed memory single address space (XNack)

• Elimination of data movement pragmas

20th ECMWF Workshop on High Performance Computing, Bologna, Italy, October 2023
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AMD Profilers

ROC-profiler (rocprof) Omnitrace Omniperf
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AMD Profilers/References

AMD Develops several profiling tools to suit different needs AMD Lab Notes – Profilers

• ROC-profiler

• Low level API for detailed kernel performance breakdowns. 

• Can be used with ROC-tracer/ROC-TX libraries to collect application timeline traces and User Annotated Code 

Regions

• Omniperf

• High level interface to detailed kernel performance breakdowns using a wide range of hardware counters

• Web-based GUI or command line interface (CLI) 

• Open-source project and not an official part of the ROCm stack. Users feedback, contributions, and issue submission 

are encouraged.

• Omnitrace

• Comprehensive profiling tool for profiling/tracing tool for parallel application

• Ideal tool for characterizing where optimization would have the greatest impact on the end-to-end execution of the 

application and/or viewing what else is happening on the system during a performance bottleneck
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https://gpuopen.com/learn/amd-lab-notes/amd-lab-notes-profilers-readme/
https://docs.amd.com/projects/rocprofiler/en/latest/rocprofv1.html
https://docs.amd.com/projects/roctracer/en/latest/roctracer_spec.html
https://amdresearch.github.io/omniperf/introduction.html
https://docs.amd.com/en/latest/index.html
https://github.com/AMDResearch/omniperf/issues
https://amdresearch.github.io/omnitrace/
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A Deeper Dive into ECTrans with ROC Profiler

• ECTrans with ROC-TX tracing

• Raw implementation that is currently NOT portable 

• Refactor underway to fix portability and reduce invasiveness of the 

change

• Intercept GSTATS calls to include device specific tracing

• ROC profiler

  rocprof --roctx-trace --hip-trace --stats

          -o output.csv EXE ARGS

EXE : ectrans-benchmark-gpu-sp

ARGS : -n 10 --vordiv --truncation 159 --nlev 137 –norms

--roctx-trace : trace roctx API calls

--hip-trace : trace the HIP API calls

--stats : lists top kernels in output.stats.csv

roctxRangePushA

! CODE TO PROFILE
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https://github.com/PaulMullowney/ectrans/tree/roctx
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Zeroth Order Optimizations

• Can visualize the traced timeline output.json in Perfetto

• Prior to commit 9afc482, one GPU kernel was dominant in the OpenMP® implementation

20th ECMWF Workshop on High Performance Computing, Bologna, Italy, October 2023

https://ui.perfetto.dev/
https://github.com/PaulMullowney/ectrans/commit/9afc48279742214afd35c6d590b7871093138515
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Zeroth Order Optimizations

Simple fix to the OMP kernel launch fixes the performance problem!

ASRE1B Opts PR
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https://github.com/ecmwf-ifs/ectrans/pull/35
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CRAY_ACC_DEBUG=3 : Pre Fix

CRAY_ACC_DEBUG=3 : Post Fix

Only 1 GPU Block!

Not enough work to 

keep the device busy!

Far more exposed 

parallelism after adding 

the COLLAPSE(2)!
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Omniperf Analysis

• Client-side Installation

• Profile

    omniperf profile –n PROFILE_NAME EXE ARGS

    PROFILE_NAME : directory for storing the name of the profile. 

                                  ./workloads/PROFILE_NAME/mi200/ 

    EXE : ectrans-benchmark-gpu-sp

    ARGS : -n 10 --vordiv --truncation 159 --nlev 137 –norms

Will take a while to run because detailed profiles are done for ALL performance counters

• Analysis

    omniperf analyze –p workloads/PROFILE_NAME/mi200/  –b 1 (2, 3, …) –k 0 (1, 2, …) 

    -b (a.k.a –metric)

      1 : lists system info

      2 : Speed-of-light measurements

    -k specifies a kernel id. 0 being the most expensive followed by 1, 2, …

   

   20th ECMWF Workshop on High Performance Computing, Bologna, Italy, October 2023

https://amdresearch.github.io/omniperf/installation.html#client-side-installation
https://amdresearch.github.io/omniperf/profiling.html
https://amdresearch.github.io/omniperf/analysis.html
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Omniperf CLI : Top Kernels (Pre ASRE1B Fix)

omniperf analyze –p workloads/original/mi200/  –b 2 –k 0

20th ECMWF Workshop on High Performance Computing, Bologna, Italy, October 2023
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Omniperf CLI : Speed-of-Light

           (Pre ASRE1B Fix)

omniperf analyze –p workloads/original/mi200/  –b 2 –k 0

Terrible L2 Read/Write Bandwidth!

Terrible Wave Occupancy!

Terrible usage of GPU Compute Units (CUs)!

20th ECMWF Workshop on High Performance Computing, Bologna, Italy, October 2023
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First Order Optimizations

• Same hipMemcpy operation is happening twice!

• TRGTOL_mod.F90 : 
• data transpose computation

• Only has a GPU aware MPI implementation

• Issue for OpenACC and OpenMP® implementations

20th ECMWF Workshop on High Performance Computing, Bologna, Italy, October 2023
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First Order Optimizations

Add a GPU implementation of TRGTOL_MOD.F90

• Implement compute expensive loops on device

• Eliminate hipMemcpys

• OpenACC and OpenMP® achieve nearly identical performance

20th ECMWF Workshop on High Performance Computing, Bologna, Italy, October 2023

https://github.com/ecmwf-ifs/ectrans/pull/36
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Second Order Optimizations
TRGTOL : “transpose” kernel with
• branching

• integer address calculations

20th ECMWF Workshop on High Performance Computing, Bologna, Italy, October 2023
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Second Order Optimizations

• Swap the DO Loop Ordering of the 2 innermost loops

• This will impact the L2 Cache Read/Write performance from HBM

• Could this have other impacts?

Original DO Loop SWAP

Mean Kernel Execution Time 9.33 ms 4.24 ms

20th ECMWF Workshop on High Performance Computing, Bologna, Italy, October 2023
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Omniperf CLI : Multiple run comparison
omniperf analyze -p workloads/run1/mi200/ -k 1 -p workloads/run2/mi200/ -k 6 -b 2

Big improvement 

in VALU IOPs 

and utilization!
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Omniperf GUI

ssh -L 8050:login2:8050 mullowne@login2.crusher.olcf.gov
omniperf analyze –p workloads/MY_PROFILE/mi200/  --gui
view in browser at https://127.0.0.1:8050/

Original DO Loop Swap

20th ECMWF Workshop on High Performance Computing, Bologna, Italy, October 2023

Although INT32 ops increased by 15%, the INT32 processing rate increased by 170%!
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World’s first APU accelerator for AI and HPC

AMD Instinct™ MI300A

Sampling 
now

Next-Gen
Accelerator 
Architecture

128 GB
HBM3

Shared Memory
CPU + GPU

24 CPU 
Cores

5nm and 6nm
Process Technology
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MI300A Impact on ECTrans

Timelines on MI250X show large regions where the device is unused
• In each case, large data transfers before and after. 

• These transfers disappear with OpenMP® Offload on MI300A!

20th ECMWF Workshop on High Performance Computing, Bologna, Italy, October 2023

• GPU/CPU computations can use the same, system-allocated memory

• OpenMP® MAP, ALLOC, … will effectively become No-Ops
• Double memory and data movement hits associated with Apps that use HIP API will be eliminated

• Backward-compatibility and performance advantages are built into the Compiler design
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Summary

• AMD-ECMWF collaboration is a long-term engagement

• AMD profiling tools can be used effectively to accelerate key regions of offloaded code

• ... even for people without significant knowledge of a codebase

• MI300A offers a high potential for additional GPU acceleration, while continuing

• code portability

• backward compatibility

20th ECMWF Workshop on High Performance Computing, Bologna, Italy, October 2023
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Disclaimer

The information presented in this document is for informational purposes only and may contain technical inaccuracies, omissions, and typographical errors. The 

information contained herein is subject to change and may be rendered inaccurate for many reasons, including but not limited to product and roadmap changes, 

component and motherboard version changes, new model and/or product releases, product differences between differing manufacturers, software changes, 

BIOS flashes, firmware upgrades, or the like. Any computer system has risks of security vulnerabilities that cannot be completely prevented or mitigated.  AMD 

assumes no obligation to update or otherwise correct or revise this information. However, AMD reserves the right to revise this information and to make changes 

from time to time to the content hereof without obligation of AMD to notify any person of such revisions or changes.

THIS INFORMATION IS PROVIDED ‘AS IS.” AMD MAKES NO REPRESENTATIONS OR WARRANTIES WITH RESPECT TO THE CONTENTS HEREOF 

AND ASSUMES NO RESPONSIBILITY FOR ANY INACCURACIES, ERRORS, OR OMISSIONS THAT MAY APPEAR IN THIS INFORMATION. AMD 

SPECIFICALLY DISCLAIMS ANY IMPLIED WARRANTIES OF NON-INFRINGEMENT, MERCHANTABILITY, OR FITNESS FOR ANY PARTICULAR 

PURPOSE. IN NO EVENT WILL AMD BE LIABLE TO ANY PERSON FOR ANY RELIANCE, DIRECT, INDIRECT, SPECIAL, OR OTHER CONSEQUENTIAL 

DAMAGES ARISING FROM THE USE OF ANY INFORMATION CONTAINED HEREIN, EVEN IF AMD IS EXPRESSLY ADVISED OF THE POSSIBILITY OF 

SUCH DAMAGES.

Third-party content is licensed to you directly by the third party that owns the content and is not licensed to you by AMD.  ALL LINKED THIRD-PARTY 

CONTENT IS PROVIDED “AS IS” WITHOUT A WARRANTY OF ANY KIND.  USE OF SUCH THIRD-PARTY CONTENT IS DONE AT YOUR 

SOLE DISCRETION AND UNDER NO CIRCUMSTANCES WILL AMD BE LIABLE TO YOU FOR ANY THIRD-PARTY CONTENT.  YOU ASSUME ALL RISK 

AND ARE SOLELY RESPONSIBLE FOR ANY DAMAGES THAT MAY ARISE FROM YOUR USE OF THIRD-PARTY CONTENT.

© 2023 Advanced Micro Devices, Inc. All rights reserved. AMD, the AMD Arrow logo, ROCm, Radeon, Radeon Instinct and combinations thereof are trademarks 

of Advanced Micro Devices, Inc. in the United States and/or other jurisdictions. Other names are for informational purposes only and may be trademarks of their 

respective owners.

The OpenMP name and the OpenMP logo are registered trademarks of the OpenMP Architecture Review Board.

HPE is a registered trademark of Hewlett Packard Enterprise Company and/or its affiliates.
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