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THE INTELLIGENCE PROCESSING LINIT (IPLI)
WHAT MAKES IT DIFFERENT?

CPU

Designed for
scalar processing

Off-chip
memory

GPU IPU

SIMD/SIMT architecture. Massively parallel MIMD architecture.
Designed for large blocks High performance/efficiency
of dense contiguous data for future ML trends
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Model and Data spread across off-chip and Main Model & Data in tightly coupled
small on-chip cache and shared memory large locally distributed SRAM
(2TB/s for A100 HBM) (~65 TB/s for Bow IPU)



INTRODLUCING THE BOW [IPLU
WOFLD’S FIRST 2D WAFEFR-ON-WAFEFR PROCESSOF

silicon wafer stacked processor
Al compute
silicon power delivery
0.9 GigaByte In-Processor-Memory @
1,472 independent processor cores
8,832 independent parallel programs

10x IPU-Links™ delivering 320GB/s




BOW IPLU: 2D WAFEFR-ON-WAFEFR PROCESSOFR
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GRAFHCORE + tsi1

X Advanced silicon wafer stacking
% technology co-developed between
Graphcore and TSMC

frad frad frad frad e e rad
UBM World’s first commercial deployment
im 3 @A 2 [N 8 pnn 2 Ao using TSMC SolC-WoW™ technology
BEOL in Bow [PU

BEOL

Enabling technology for closely
Colossus Die coupled power delivery die to
maximize application performance



3

NLP/TRANSFORMERS

IMAGE CLASSIFICATION/CNNS

OBJECT DETECTION

LARGE MODELS

MLPERF

CONDITIONAL SPARSITY

GNNS

ML APPLICATIONS

TUTORIALS

CODE EXAMPLES

DOCUMENTATION

VIDEOS

NATIVE IPU CODERS PROGRAM

APPS PORTFOLIO

DEVELOPER ECOSYSTEM

GRAPHCORE SOFTWAERE

FRONTENDS Jupyter INFERENCE DEPLOYMENT
o~ TOOLKIT
JUPYTER NOTEBOOKS

T O Ehowx naLo v

FRAMEWORKS
Keras 3/ PaddlePaddie
XLA POPART+ POPDIST

FW BACKENDS

PARTITIONER POPIR POPIT

GRAPH ENGINE GRAPH COMPILER

POPLAR®

GC DEVICE ACCESS LAYER

DRIVERS

IPUOF DRIVER PCle DRIVER

POPLAR® SDK

POPVISION TOOLS

SYSTEM MONITORING

PROMETHEUS
GRAFANA

JOB DEPLOYMENT

SYSTEM SOFTWARE

G







G2 Using Al to accelerate HPC Relevant

Scientific Applications Application Areas
High Energy
. Physics
\ | Computational
! Fluid Dynamics
Time to result Speedup
) A
' ! \ Partial Differential
HPC Modeli raditional | Data ata .
Wl OToNeN . Protein Folding
i oo

Weather Forecasting

Oil & Gas Exploration
Simulation




Accelerating HPC with Al:
Dramatic Weather Forecasting Accelerations with IPU

European Centre for Medium-range Weather Forecasting

Graphcore IPU trained an ECMWF weather forecasting model 5x faster
than a leading GPU (and potentially up to 50x faster than CPUs)

& ! .’.7

“Graphcore plays a central role in Atos’
Think Al solution, helping customers take
advantage of the many benefits that Al is
bringing to HPC - whether that’s delivering
faster and more accurate simulations,
improving cost efficiency, or opening up
new areas of research and commercial
applications.”

Cedric Bourrasset

Head of HPC Al at Atos
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2021MS002477

https://www.graphcore.ai/posts/climate-change-foreseeing-the-unexpected-with-graphcore-ipus



https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2021MS002477
https://www.graphcore.ai/posts/climate-change-foreseeing-the-unexpected-with-graphcore-ipus

IPU ACCELERATION FOR COSMOLOGY APPLICATIONS

. o, UNIVERSITE DE PARIS
] Université ACCELEFRATES COSMOLOGY
de Paris AFPLICATICONS WITH

GRAFHCORE IPUS

Comparison of Graphcore IPUs and Nvidia GPUs
for cosmology applications

Bastien Arcelin'*

"Université de Paris, CNRS, Astroparticule et Cosmologie, F-75013
FParis, France

Written By:
Alex Titterton

arXiv:2106.02465v1 [physics.comp-ph] 4 Jun 2021

e 0 ) s, T o g B U o This paper represents the first investigation of the suitability and performance of
Contonts Graphcore Intelligence Processing Units (IPUs) for deep Igarnlng applications in
! toducon : cosmology”......”on three cosmological use cases: a classical deep neural network
5 comigeiun s : and a Bayesian neural network (BNN) for galaxy shape estimation, and a generative
s noc 111 network for galaxy images production.”
! S e : The results show that IPUs can accelerate various cosmology applications,
o outperforming GPUs in some cases by as much as 4x faster time to train”
@ https://www.graphcore.ai/resources/research-papers 10



Science and o&v
. Fachities Council . UK Atomic
Hartree Centre PhYSICS'I nfOrmed Neural NetWOrkS Energy

(PINNSs) .

Solution PINN RESULTS ORIGINALLY SHOWN AT SC22,
SOLVING A 2D WAVE EQUATION USING A
PHYSICS-INFORMED NEURAL NETWORK
IMPLEMENTED IN TENSORFLOW 2.

Time Step 0 of 151

2XIPU FOUND TO BE IIX FASTER THAN
IXAIOO GPU, AT SIMILAR MONETARY &
ENERGY COST.

WORK DONE IN COLLABORATION WITH
STFC HARTREE AND
THE UK ATOMIC ENERGY AUTHORITY

2 Bow IPUs 41 11x

GRAFHCORE A100 GPU 530 _ 1



SchNet GNN

Modelling Quantum Interactions in Molecules

Pacific Northwest :

NATIONAL LABORATORY Graphcore engineers successfully
trained the SchNet! model on IPUs on
the 500k water clusters dataset? to
predict the potential energy per

cluster.

Preliminary results show a time-to-train
of 98 minutes on 2xIPU-M2000,
compared with >60 hours on 4xV100
GPUs in PNNL’s original paper2.

ENERGY

Try on Paperspace

1 JK. T. Schiitt1, H. E. Sauceda, P.-J. Kindermans, A. Tkatchenko, and K.-R. Miiller. "SchNet — A ? Jenna A. Bilbrey, Joseph P. Heindel, Malac.hi §chram, Pradipta Ban.dyopadhyay, Sotiris S.
deep learning architecture for molecules and materials" J. Chem. Phys. 148, 241722 (2018). Xantheas, and Sutanay Choudhury. "A look inside the black box: Using graph-theoretical
descriptors to interpret a Continuous-Filter Convolutional Neural Network (CF-CNN) trained on

the global and local minimum energy structures of neutral water clusters" J. Chem. Phys. 153,
024302 (2020).
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Agilor: Usmg AI for Accurate Climate Modelling

USING THE IPU TO
ACCELERATE SFATIAL

INTERFOLATION ALGORITHM

OF WEATHER DATA

am—

Written By:
Qiang Wang
SHARE: M odernisation and advancements in weather services have led to the wide adoption of grid-point
n ’ weather data with high spatial and temporal resolution High-precision and grid-based
meteorological data are not only the foundation of modern weather forecasting and climate research, but
(o 1 - han aAlaa AnAanad A variatu Af natantial annliaatiana in nraninian maniifantiirina aarvianiltiira and anala~iaal
Daily ETO Applications
Average
Temp Data
Pre-process
Daily Extreme
Lowest Climate
Temp ) i Prediction
ETO Calculation Main Pipeline
Daily
Highest ::::f'“
ng
Temp Temp ETO China Storage &
T » » Calibra- » Penman »  Map Search
ai tion uation Maski h
i Eq asking (GeoHash) Intelligant
Speed Y — Irrigation
Daily air
Pressure T \ R [ (R
Mean Daily IPU Acceleration
Humidity

(5

Graphcore engineers have been
working with Chinese digital
transformation specialists Agilor,
modelling evapotranspiration; the
rate at which water moves from
surfaces such as plants and soil into
the atmosphere.

A computationally intensive
interpolation technique called Kriging
is used in order to give finer-grained
approximation results.

Porting PyKrige to the IPU using TensorFlow
enabled the interpolation of the entire
dataset to be performed in just 21 seconds,
compared with 2000 seconds using PyKrige
on CPU.
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IPUs in Research

[PLATFORM

HOME COMPUTE STORE CONNECT CONTROL CODE A HPC
PR ,3‘5;; ‘..

e D
n o rve 2  serocoed

Aemecoeab Zoem ot oot

oﬂw)‘)&‘\'\_‘b\’ =
i

Studying the potential of Graphcore® IPUs for
applications in Particle Physics

GRAPHCORE SHOWS GAN GAINS FOR CERN

Lakshan Ram Madhan Mohan,* Alexander Marshall, Samuel Maddrell-Mander,* BEAE o sse A Home News spot Weather Player

Daniel O'Hanlon,” Konstantinos Petridis,” Jonas Rademacker,” Victoria Rege,” and

Alexander Titterton® . NE WS

“H H Wills Physics Laboratory, University of Bristol, UK
b Graphcore, Bristol, UK A x g Home  Coronavirus | Brexit UK  World | Business Politics Tech Science Health | Family & Education
E-mail: 1akshan.madhan@bristol.ac.uk, alex.marshall@bristol.ac.uk,
sam.maddrell-mander@bristol.ac.uk, daniel.ohanlon@bristol.ac.uk,

20 Aug 2020

S

nvironment

konstantinos.petridisGbristol.ac.uk, jonas.rademacker@bristol.ac.uk,

UNIVERSITY OF BRISTOL TACKLES
CHALLENGES IN PARTICLE PHYSICS
WITH GRAPHCORE’S IPU

alexandert@graphcore.ai, victoriarfgraphcore.ai

Machine finds tantalising hints of
new physics

By Pallab Ghosh

ABSTRACT: This paper presents the first study of Graphcore’s Intelligence Processing Unit
(IPU) in the context of particle physics applications. The IPU is a new type of processor
optimised for machine learning. Comparisons are made for neural-network-based event sim-

attering correction, and flavour tagging, implemented on IPUs, GPUs
ddi-
5

ulation, multip
and CPUs, usi

tionally, a K

variety of neural network architectures and hyperparameters.

n filter for track reconstruction is implemented on IPUs and GPUs

results indicate that IPUs hold considerable promise in addressing the rapidly increasing

compute needs in particle physics.

iv:2008.09210v1 [physics.comp-ph]

While securing the hig
AI/ML ASICS into com

-Vé University of
Y BRISTOL

https://www.graphcore.ai/resources/research-papers



Using Al to accelerate HPC Relevant
Scientific Applications Application Areas

Al FOR SIMULATION: HOW
GRAPHCORE IS HELPING
TRANSFORM TEADITIONAL
HPC

High Energy
Physics

Computational
Fluid Dynamics

Written By:
Alex Titterton

SHARE: or many years High Performance Computing (HPC) techniques have been used to solve the world’s
n y most complex scientific problems across a wide range of applications, from modelling Higgs boson
decay at the Large Hadron Collider to using Monte-Carlo simulation to predicting whether the weather

m e will improve.

However, due to the immense complexity of the calculations involved in many of these applications,
researchers are often waiting a long time for simulation results to arrive. Speeding up these workflows by

SUBSCRIBE simply running the same programs on more powerful hardware can be very expensive, with a large cost
often giving only a modest improvement in performance.

Partial Differential
Equations

Protein Folding

N

Get Updates Clearly, a new approach is required to efficiently speed up these workloads, and many researchers are
turning to surrogate machine learning models.

A surrogate model is a machine learning model intended to imitate part of a traditional HPC workflow,

Weather Forecasting

For more information, see our technical blog post:

https://www.graphcore.ai/posts/ai-for-simulation-how-graphcore-
@ is-helping-transform-traditional-hpc

Oil & Gas Exploration
Simulation



https://www.graphcore.ai/posts/ai-for-simulation-how-graphcore-is-helping-transform-traditional-hpc
https://www.graphcore.ai/posts/ai-for-simulation-how-graphcore-is-helping-transform-traditional-hpc
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FOUNDATION MODEL TRENDS

« Models are getting much bigger to deliver ever
higher demands on improved accuracy &

performance
 This growth is exponential for dense models 73759

Megatron-Turing NLG (5308)

o
S

Megatron-LM (8.38)
Turing-NLG (17.28)

=

 Multimodal models broaden the learning
capability by incorporating different modalities
(e.g. linguistic, visual, aural)
« =>larger model demands
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BERT-Large (340M)

[=]
-

ELMo (94M)

« Larger dense models mean more compute, more
Exponential trend of SOTA NLP models:
power, more cost Source: Microsoft/NVIDIA https://arxiv.org/abs/2201.11990

e Counter to this are economic and societal
drivers to reduce energy consumption & cost



https://arxiv.org/abs/2201.11990

=

IMPROVING MODEL EFFICIENCY

« Selectivity / Conditional Models
 Models need to become selective (or Dences rE—
conditional), such as Mixture of Experts . Experts
(MoE) based models
 Different parts of models are only used

when needed
 This can help reduce compute growth to
linear instead of exponential

 Sparsification of models
* Only incur cost of compute when required el SParsification
» Lower memory requirement
» Fewer multiplications
» Lower power

(3
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Faster Text Generation with GPT-J using 4-bit Weight Quantization on IPUs

The speed of text generation with large language models is often limited by the time it takes to read a model state from memory. One way to alleviate this
issue is to:

compress the model state for storage in low-bandwidth, external memory and for communication with high-bandwidth on-chip memory

decompress the model state on-chip into a number format you can compute with (for example float16).

Recently, many neural network practitioners have found that compressing model parameters to just 4 bits has minimal effect on the quality of model outputs.

Group quantisation is a simple approach for compressing model parameters to 4 bits with no finetuning and is described in "FlexGen: H Throughput
Generative Inference of Large Language Models with a Single GPU".

Here we will show you how to apply this technique to GPT-J on IPUs.

In the notebook "Text Generation with GPT-J 6B on IPUs" you learned how to generate text with GPT-J, an accessible 6B
parameter language model. You saw:

how GPT-J performs on NLP tasks using both a base and fine-tuned checkpoint.
the effects o tput quality from adjustments to prompt structure.

throughput improvements from batching text queries.

In this notebook you will:

compress GPT-J weights to 4 bits, using 4x less memory.

CODE EXAMPLE:

Ik rall

19



wi | 0.02 wWo | ¢ =0.02
I ro Ir3 U4
SIMPLE FP16 AND FP8 > > >
TRAINING WITH UNIT : matmul GeLU matmul
SCALING (1024 x4096) (4096 x 1024)
Vs
Baposient vk Sweep loss scale
Written By :
Charlie Blake Tenil 5 2 ws T

Popular Topics

Announcements

Developer

Research

Tutorials

Case Studies

Computer Vision

Natural Language Processing
Graph Neural Networks

Generative Al

n recent years the deep learning community has transitioned from the FP32 number format to the
FP16 and BFLOAT16 formats. This has led to substantial reductions in memory, bandwidth, and
compute requirements-all of which are essential to the trend of increasingly large models.

Now, with the development of FP8-supporting hardware (such as the Graphcore IPU Bow processor used
inthe ) further low-precision efficiency savings are possible. However, so far these
smaller, low-precision formats have not always been easy to use in practice. With FP8 this may become
harder still.

The most significant challenge is that these smaller formats often limit users to a narrower range of
representable values. The question thus arises: how do we ensure that our models stick within the range
of smaller formats? To address this, Graphcore Research has developed a new method, which we name
unit scaling.

HOW-TO GUIDE:

%5 4]

20
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THE ‘GOOD’ COMPUTER
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FOIADMAP T ULTRA-INTELLIGENCE Al

e
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Human brain has around@0 billion neurons

(

With 100Tn+ synapses, equivalent to pé\“rémeters in an Al model

e T — .
.

N_-—

-

Current largest Al models are around 1Tn p“a{ameter& /
N

L\

Graphcoré is'developing an Ultra-Intelligence Machine! '
that will surpass the parametric capacity of the brain

GRAFHCORE -, |



THE 'GOOD' COMPUTEFR

Over 10 Exa-Flops of Al floating point
compute from 8,192 roadmap IPUs

3D Wafer-on-Wafer logic stack

Up to 4 PB of memory with
bandwidth of over 10 PB/s

1 Enabling Al models to be developed
[ Roadmap IPUs with 500 Tn parameters

U CPUs| Mass storage Fully supported by Poplar® SDK

r Networking

& GRAFHCORE



IPUS IN THE CLOUD

o000 ® Transformers + NLP | Papersp: X +

<« > C @ console.paperspace.com/gradient-next/notebook/ry4prf2u2anskxm?file=examples%2Fpytorch%2Flanguage-modeling%2Frun_mim.py e Guest

\

(o/) = @ Deep gonIP Share ©

&  Free-IPU-POD16 [IFl)

Auto-shutdown

d Paperspace
GRAFHCORE Paperspace

0. Deep Learning on IPUs

Graphcore Intelligence Processing Units (IPUs) provide a way to radically speed up deep learning models compared to conventional hardware, and even
compared to Paperspace's regular hardware accelerators, i.e., GPUs. F ree 6 = h O u r

By implementing optimized versions of deep learning models on the IPU hardware, training times and throughput speeds that are not otherwise feasible can be I P U AcceSS:
easilv achieved. This allows new models to be built and new problems to be solved.

lapt-get update
lapt-get install -y --no-install-recommends git

bionic InRelease [242 kB]

bionic-updates InRelease [88.7 kB]
bionic-security InRelease [88.7 kB]
bionic-backports InRelease [74.6 kB]
bionic/multiverse amd64 Packages [186 kB]
bionic/restricted amd64 Packages [13.5 kB]
bionic/universe amd64 Packages [11.3 MB]
bionic/main amd64 Packages [1344 kB]

0 N WN




G RAF’HCORE Home About» Products» Industries» Developer» Blog Careers)» Get Started -

Apply at:

GRAPHCORE ACADEMILC graphcore.ai/academics
PROGRAMMES

Graphcore’s Academic Programme provides tools and
technology to educators, researchers and students to
enable ground-breaking research and innovation in
higher education.

MACHINE INTELLIGENCE ACCELERATED
ACADEMY COMPUTING ACADEMY
The Machine Intelligence Academy is The Accelerated Computing Academy is
designed to support professors, researchers, aimed at C++ computer scientists looking to
and students working in advanced Al and build new applications that transcend today’s
machine learning fields to accelerate their machine learning, ranging from HPC to
research and develop teaching on IPUs. simulation modelling, and beyond.

Learn more - Learn more ->



THANK YOU

Dr Alexander Titterton, Al Solutions Architect

alexandert@graphcore.ai
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