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ECMWF: three sites, one unique role

Established in 1975

-Intergovernmental Organisation
- 23 Member States
-12 Cooperating States

- over 400 staff in 3 sites

First disseminated forecast: 1979

First ensemble predictions: 1992
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ECMWF’s Activities
• Core  m ission

• produce  num erica l weathe r forecasts and  m onitor the  Earth  system ;

• carry out scien tific and  technica l re search  to  im prove  forecast skill;

• m ainta in  an  a rchive  of m e teorologica l da ta .

• ECMWF also  provides advanced  tra in ing to  scien tific sta ff in  our Mem ber and  Co-ope ra ting Sta te s and  assists the WMO with  its  program m es.

• ECMWF opera te s two se rvices from  the  EU's Copern icus Earth  obse rva tion  p rogram m e: 

– the  Cope rnicus Atm osphe re  Monitoring Se rvice  (CAMS);

– the  Cope rnicus Clim ate  Change  Se rvice  (C3S);

• To de live r these  activitie s, the  Cen tre  p rovides:

• global num erica l weathe r forecasts four tim es pe r day

• a ir qua lity ana lysis

• a tm osphe ric com position  m onitoring, clim ate  m onitoring, ocean  circu la tion  ana lysis

• hydrologica l and fire  risk predictions

3EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS



October 29, 2014

Th e  e vo lu t ion  o f ou r  IFS op e ra t ion a l fo re ca s t in g sys t e m : CY48r1

- In  2023-06 we  have  seen a  m ajor upgrade  to  our forecasting system , 48r1 

- 48r1 was the  first ECMWF forecast upgrade  ou t of the  new da ta  cen tre  in  Bologna , Ita ly

- horizon ta l re solu tion  increase  of our m edium -range  ensem ble  forecasts from :

18 km  to  9 km

- Also , m ajor upgrade  to  the  configura tion  of the  extended-range  ensem ble

– Instead  of be ing an  extension  of the  m edium -range  forecasts sta rting twice  a  week a t day 15:

• a  com ple te ly separa te  system , runn ing da ily from  00 UTC ou t to  day 46 with  100 m em bers.
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ECMWF’s new Bologna Data Centre

• Council invited Member and Coop states to submit 
offers for hosting bigger ECMWF data centre, 
Reading/UK site too confined
– responses in 2016

– ECMWF Council selected Italy/Emilia-Romagna’s 
Bologna offer: tecnopolo at former tobacco factory

– https://www.youtube.com/watch?v=7pHukJL_O6U

– Neighbour: 

• CINECA’s LEONARDO pre-exascale system at the 
Bologna tecnopolo
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https://www.youtube.com/watch?v=7pHukJL_O6U
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Around the start of the works….
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ECMWF

Cooling:
9 chillers, each 925 kW
4 dry cooler, each 1760 kW

Site power: 10MW (8MW in N+1)
DRUPS: 5 HiTEC units, each 2500 kVA
Each 40,000 diesel (72hrs at 10MW)

Internet:
GARR: 2x100 Gbps, via 
two different PoPs

Electrical distribution: 
2 points of delivery to site

Computers rooms:
2 Data halls (HPCF, cloud, ancillary), 1000mq each
2 Data storage (DHS), 600mq each
1.2m raised floor, 3.75m height

ECMWF Bologna Data Centre
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Resilient Electric Distribution
• 2 Points of Delivery
• Power available: 10 MW @15 kV
• 1 Medium Voltage loop with

• 5 transformers 3150 kVA each
• 5 HiTEC DRUPS, 2500 kVA each 

in ring; 40,000l diesel tank each
• 2700l/h @10MW when off-grid
• Roof photovoltaics: 353 kWp
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Resilient Cooling system - L2 building

• 2 water circuits, connectable to each other

• 9 mechanical chillers, 925 kW each

• 4 dry coolers with adiabatic pads, 1758 kW each
• 2 independent geothermal well systems

• 2N redundant pumps

• N+2 redundant CRAH units – 146 kW each
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HPC service at ECMWF
• HPC resources

– 25% ECMWF time-critical suites (4 runs/day, plus pre-op staging)

– 25% allocated to ECMWF Member States 

• Includes special projects with universities and other research institutions

• About 500 active external users

• Some 15 member-state time-critical suites running at ECMWF too

– Remainder to ECMWF research department

• to support evolution of ECMWF’s IFS Integrated Forecast System

• >>500,000 jobs/day, lots of mid-sized parallel throughput computing

• Service contracts with HPC service providers, current: Atos
– Prior to 2002: Cray, Fujitsu

– 2002-2014: IBM; 2014-2022: Cray/HPE;  

– These days, usually contract periods for target of 4 years operational service periods

• Significant parallel run phases with incumbent HPC installation to prepare operational switch-over

10EUROPEAN CENTRE FOR MEDIUM-RANGE WEATHER FORECASTS



October 29, 2014

Current HPC facility: Atos

• Procurement process started 2018/2019
• 4 self-sufficient compute complexes

– each complex consists of two partitions:
– Parallel:

• 20 ATOS XH2000 Water cooled racks, >42t

• Arranged in 5 “cells”, 4 racks per cell

• MLNX IB HDR, dragon-fly topology: 
– MLNX IB HDR Fat Tree in each cell. 

– Each cell connected to every other cell, 1:1 full BW

• 1920 nodes for parallel compute, diskless

• Dual AMD Rome 64 core processors, 256GB

– General Purpose/Post-Proc (“GPIL”)
• 112 nodes for general purpose use

– 512GB, local SSDs for $TMPDIR

• Separate SLURM scheduler in each complex
• 1 GPU rack (18/32 blades with each 4 A100)
• Production service through 2027-Oct
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• >8000 2x64c AMD Rome nodes, 256GB each

• >1M cores, 2.1 PB RAM, >40PF/s peak agg.

• 90PB lustre, 2.8TB/s IOR aggregate (in 10 filesystems)

• Dragonfly+ HDR Infiniband w/o oversubscription,
– 200Tb/s bisection bandwidth
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Atos HPCF: Floorplan
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HPCF cluster parallel storage: 10 Lustre filesystems, globally accessible
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Type Filesystems Usable Capacity 
(PB)

IOR-Bandwidth
(GB/s)

Storage for time critical operations
Flash/SSD 2 1.6 480
Hard Disk 2 13 260

Storage for research
Hard Disk 4+2 4*13, 2*5.4 260/110

x3

x3

Time-crit SSD filesystem pair

Time-crit HDD 
filesystem pair

x3x3

3 HDD filesystems
for research, each  hall 

• 10 independent  DDN Exascaler
ES7900 and ES200NV Lustre
filesystems

• Resilience for time-crit
• No idle machine if/when 

single research FS is in 
maintenance

• /usr/local: per-complex NFS

• $HOME and projects: site-NFS
• DHS archive via MARS/ECFS
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Operational/time-crit use 
• ECMWF’s own suites (4 forecasts/day; 2 EDA/LW assimilations, daily 46d extension); hindcasts

• In addition, ~17 time-crit suites for member states, run under ECFLOW by ECMWF

• GLOFAS/EFAS; COMPO, ERA-T …

• All operational forecasts from Bologna since 2022-10-18, Cray decommissioned after 2022-11-01

• Design:
– Compute max footprint should remain <= 2 clusters 

• with 85% of nodes safely available for time-crit

• NB: general availability target for each cluster: 

– 99% of installed parallel nodes, 95% GPIL nodes

– Pair of SSD and HDD based time-crit lustre filesystems

• mirrored configuration in each hall, but accessible from all compute

• delected at external ECFLOW orchestrator level via $STHOST 

– Picks $HOME/$WORK/SSDs from hall1 or hall2
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Node usage for routine time-crit suites for one typical day
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• “breathing” operational suites footprint
• spreads over 2 of the 4 clusters
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Overall quality of allocation over the 4 complexes (dark-red: time-crit suites):
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• Aiming for as high allocation of compute resources as possible
• Not dedicating any clusters to “time-crit-only” workloads, but mixing with research
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ECMWF Data Handling System (DHS) overview
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• Holds >0.65EB = 0.65*10^18B = 650,000,000,000,000,000B primary

• ~29000 Enterprise (20TB) tapes, 
• ~26000 LTO tapes (secondary/backup, total ~220PB) 

• 8 Enterprise libraries, 2 LTO backup libraries; 
• ~300 servers

• ~400 TS1160 Enterprise drives (20TB capable)
• ~64LTO 7/8/9 (backup) drives (12-18TB capable)

• usab le  DHS d isk space  for cach ing:  ~34 PiB

• 2023 September, with CY48r1 in operations:
• ~350TB/d archived, >300TB/d retrieved
• >13000 tape mounts/d
• Very high retrieval/read rate, not just a backup archive!!!

• Access through ECMWF’s “MARS” and “ECFS” software
• Lower-level-SW based on IBM HPSS and DB2 software
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… questions welcome!
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Attempting to track in a fair way System Availability 

(vis-à-vis service credits for less than 99% integrated availability over a 30d reporting period)
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