
Mr. W. Erick Rogers, Dr. Timothy J. Campbell, Mr. 
Richard A. Allard

Naval Research Laboratory, Ocean Sciences 
Division, Stennis Space Center, Mississippi, USA

w.e.rogers.civ@us.navy.mil

Ocean waves in sea ice: dependence of dissipation 
on ice thickness for coupled wave modeling

Presented to:
5th workshop on waves and wave-
coupled processes, ECMWF,
Reading, UK, April 10-12 2024

DISTRIBUTION STATEMENT A: Approved for public release; distribution is unlimited



2

Outline

• Slides 3-23 - Dissipation of waves by sea ice
• Slides 24-31 - Ambient noise from breaking waves
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Background: empirical parameterizations

We have implemented empirical/parametric forms of the spectral dissipation by 
sea ice in the two most commonly-used phase-averaged wave models:
• WAVEWATCH III: Collins and Rogers (2017), Rogers et al. (2018a,b)
• SWAN: Rogers (2019), Rogers (2021)

SWAN and WW3* are able to read in two “field variables” related to ice :
1. Ice fraction, aice

2. Ice thickness, hice

*WW3 includes other variables too



4

Prior Literature

• Early work by Robin 1959+.
• Important work by Doble and 

others 2000+.
• Kohout and Meylan: 2012+
• Eayrs and others: 2017
• Kohout and others: 2017 (this 

study)
• Ardhuin et al.: 2018 (GRL 2020)
• Voermans and others (2020) 

(landfast ice) (TC 2021)

Wave-ice interaction in the southern hemisphere



5

Pioneer: Robin (PTRSL 1963)

• Weddell Sea 1959-1960
• Ship-borne measurements
• Detailed information, but difficult to 

interpret, due to myopia 
characteristic of the era

• Finding: for longer waves (T>11 s), 
dissipation is primarily controlled by 
wavelength and ice thickness
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Applications of this dataset

• Kohout et al. (A. Glaciology 2020). Focus is on dissipation of total wave 
energy, i.e. significant waveheight; “geometric method” used to estimate 
dissipation.

• Rogers et al. (CRST 2021). Focus is on frequency dependence of dissipation, 
and correlation with other variables (e.g. ice thickness); “inversion method” 
used to estimate dissipation.

• Rogers et al. (NRL report, 2021); Yu et al. (CRST 2022). Focus is on 
parameterization of dissipation that depends on frequency plus ice thickness. 

Wave data collected from deployments during the “PIPERS” 
cruise, April-June 2017, R/V Palmer, to/from Ross Sea
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Field experiment overview

Table from Rogers et al. (2021)

Photo from Kohout et al. (2020)
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Buoy positions 6 to 30 June 2017
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Shown: buoy positions, 
relative to the ice edge, 
over the 24-day study 
period.

Like the table in a 
previous slide, we only 
show the 6 buoys which 
have more than 500 
records (spectra)
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Example spectra

Energy spectra from the six 
buoys during the period of 0900 
to 1000 UTC 19 June 2017. The 
same color scheme is used as in 
prior slide, with red/blue being 
nearer the ice edge and 
cyan/black being farther into 
the ice. The thick horizontal 
lines indicate energy levels 
below which the tail is visibly 
“propped up”, presumably by 
instrument noise. See Thomson 
et al. (JGR 2021).
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Methods for estimating dissipation

Geometric method
• Computes differences in spectra between two 

buoys

• If buoys are aligned with wave direction and 
directional spread is zero, calculation is 
straightforward. Not generally true.

• Cheng et al. (2017) use include cos(𝛉) in 
calculations to remedy this, but such rigor is 
uncommon.

• If both buoys are placed on ice, then the 
dissipation near ice edge cannot be 
represented.

Inversion method

• Uses only one buoy spectrum at a time.

• Finds dissipation rate which permits model 
(WW3) to match buoy spectrum, Rogers et al. 
(JGR 2016).

• Strength: automatically includes a number of 
things that are ignored by other approach.

• Weakness: requires that model is otherwise 
accurate: all model-data mismatch is addressed 
via “dissipation by ice”, but it could be due to 
errors in wind, ice concentration, other source 
terms, etc.

A review of pros/cons of each method is reviewed in preliminary/longer version 
of this paper: http://arxiv.org/abs/2006.04978
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PIPERS deployment, north of Ross Sea

DISTRIBUTION STATEMENT A: Approved for public release; distribution is unlimited

Rogers, W.E., M.H. Meylan, A.L. Kohout, 2021. Estimates of spectral wave attenuation in Antarctic 
sea ice, using model/data inversion, Cold Reg. Sci. Technol., 13 pp. 
https://doi.org/10.1016/j.coldregions.2020.103198

colors: waveheight
arrows: wave direction
contours: ice fraction
circles: buoy locations

Animation:
WW3 simulation, 3 km 
resolution: ice 
concentration taken 
from AMSR2, winds are 
from NAVGEM, and 
boundary conditions 
from global WW3

Frequency dependence 

of dissipation by sea 

ice is estimated using 

model/data inversion.

The employed dataset 

is of extraordinary size 

(9477 spectra), 

computed from buoys 

deployed on the ice.

Open water

Antarctic MIZ
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Results

Evaluating correlation with 
significant waveheight

Figure: Dissipation rate vs. 
frequency, estimated using 
the model-data inversion 
with a conservative anti-
noise algorithm.

𝑆𝑖𝑐𝑒 = −2𝐶𝑔𝑘𝑖𝐸 
𝑆𝑖𝑐𝑒 : temporal dissipation rate of energy.
𝑘𝑖 : spatial exponential dissipation rate of 
wave amplitude.
𝐶𝑔 : group velocity

𝐸 : energy density
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Results from a similar field experiment

Colored crosses in this 
figure: this is another 
inversion, but this time I 
use data collected by Clare 
Eayrs, July 2017, north of 
Queen Maud Land, 
longitude ~Africa.

This is from the cruise 
reported in Vichi et al. 
(2019) and Alberello et al. 
(2019).
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Rogers, W.E., M.H. Meylan, A.L. Kohout, 2021. Estimates of spectral wave attenuation in Antarctic 
sea ice, using model/data inversion, Cold Reg. Sci. Technol., 13 pp. 
https://doi.org/10.1016/j.coldregions.2020.103198

Figure: Dissipation rate vs. frequency, 
estimated using the model-data inversion 
with a conservative anti-noise algorithm. 
Ice thickness is evaluated here.

• Dissipation rate in thinner ice is found to be 
well represented using frequency to a 
power of three to four.

• The positive correlation between ice 
thickness and dissipation rate can 
potentially be exploited for operational 
predictive models.

PIPERS deployment, north of Ross Sea
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Apparent discrepancy in literature
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Wave frequency

smaller-scale studies: stronger 
attenuation

larger-scale studies: weaker 
attenuation

Yu et al. (JGR 2019) proposed to 
address this problem by non-
dimensionalization of frequency and 

attenuation rate: ෝ𝜔 and 𝑘𝑖
- Reynolds number scaling

ෝ𝜔 = 2𝜋𝑓 Τℎ𝑖𝑐𝑒 𝑔

𝑘𝑖 = 𝑘𝑖ℎ𝑖𝑐𝑒
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Reconciling laboratory and field data

Symbols:
Field Laboratory

Lines=simple 
models
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Frequency, normalized

From Yu et al. (2022, J. Mar. Sci. Eng.)
• This figure is similar to Rogers et al 

(2021 report) and Yu et al. (CRST 
2022), with minor update.

ෝ𝜔 = 2𝜋𝑓 Τℎ𝑖𝑐𝑒 𝑔

𝑘𝑖 = 𝑘𝑖ℎ𝑖𝑐𝑒
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Scale collapse

Rogers, W.E., J. Yu, D.W. Wang, 2021. Incorporating dependencies on ice thickness in empirical 
parameterizations of wave dissipation by sea ice, Technical Report, NRL/OT/7320-21-5145, 35 pp., 
https://www7320.nrlssc.navy.mil/pubs.php 

Application of 
Yu et al. (JGR 
2019) 
normalization 
to PIPERS 
estimates 
results in 
significant 
scale collapse.  

Dimensional Non-dimensional
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Yu et al. (JGR 2019) :
𝑘𝑖 = 𝑘𝑖ℎ𝑖𝑐𝑒  and ෝ𝜔 = 2𝜋𝑓 ℎ𝑖𝑐𝑒/𝑔 .

Method:
1. Take non-dimensionalization from Yu 

et al., 𝑘𝑖  and ෝ𝜔
2. Assume form 𝑘𝑖 = 𝐶𝑌 ෝ𝜔

𝑛 

Naïve formula: 𝑘𝑖 = 𝐶ℎ𝑓ℎ𝑖𝑐𝑒
𝑚 𝑓𝑛 

Yu et al. (JGR 2019) non-dimensionalization, as applied by 
Rogers et al. (2021 rep.) and Yu et al. (CRST 2022)

Now make it dimensional again 
(algebra)
We find: 𝑚 = Τ𝑛 2 − 1

So 𝑘𝑖 = 𝐶ℎ𝑓ℎ𝑖𝑐𝑒
𝑛/2−1

𝑓𝑛

Examples:

1.  𝑘𝑖 = 𝐶ℎ𝑓ℎ𝑖𝑐𝑒
1 𝑓4

2.  𝑘𝑖 = 𝐶ℎ𝑓ℎ𝑖𝑐𝑒
1.25𝑓4.5

Our formula (more constrained): 

𝑘𝑖 = 𝐶ℎ𝑓ℎ𝑖𝑐𝑒
𝑛/2−1

𝑓𝑛
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New parametric model

Rogers, W.E., J. Yu, D.W. Wang, 2021. Incorporating dependencies on ice thickness in empirical 
parameterizations of wave dissipation by sea ice, Technical Report, NRL/OT/7320-21-5145, 35 pp., 
https://www7320.nrlssc.navy.mil/pubs.php 

Normalization can be 
combined with power-fit to 
create a new parametric 
model.

This new parametric model 
has much lower scatter than 
a power-fit using frequency 
only. 

This is one of three new parametric models with ice thickness dependence that we implemented 
in SWAN now (in public release 41.31AB) and now has been ported to our “IC4” routine in WW3 
(development branch maintained by NCEP on github as “IC4M9”). 
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Fitting to PIPERS-17 inferred dissipation rates Parametric model w/extrapolation to higher/lower ℎ𝑖𝑐𝑒

New parametric model
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Approach: 
{Yu et al. (2019) non-dimensionalization} + {monomial power fit} 
= {new empirical/parametric formula for dissipation by sea ice that depends on 

wave frequency and ice thickness, 𝑘𝑖 = 𝐶ℎ𝑓𝑓
𝑛ℎ𝑖𝑐𝑒

𝑛/2−1
}.

• Applied to dataset of Rogers et al. (2021), used to calibrate the formula, the 
formula performs well: we get much less scatter than if ice thickness is not 
used in formula, SI=0.063→0.038

• Applied to independent datasets, results are mixed.
• Question: Could inconsistent methods of estimating dissipation be the main 

issue?

Summary
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Implementation in COAMPS system 

• COAMPS (Coupled Ocean Atmosphere Mesoscale Prediction System) is the 
US Navy’s propriety regional coupled modeling system, e.g., Smith et al. (OM 
2013) ; Doyle et al. (TOS 2014)

• The new dissipation by sea ice routines have been implemented in the 
system and are available for 2-way coupled modeling using either WW3 or 
SWAN, coupled to mesoscale models:
• Ocean model: NCOM (Navy Coastal Ocean Model)
• Ice model: CICE (Community ice code)
• Atmosphere: “COAMPS-atmosphere”

• However, COAMPS also allows uncoupled modeling: software derives forcing 
from global models: HYCOM, CICE, NAVGEM
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Implementation in COAMPS system 
(e.g. Smith et al. OM 2013 ; Doyle et al. TOS 2014)

SWAN output example: Bering 

Strait, Dec. 5, 2022. 

(Boundary forcing from global 

WW3)

Colors: SWH in meters

The magenta lines are ice concentration contours 
Arrows indicate dominant wave direction

SWAN output example : Gulf of 

Bothnia, Mar. 14, 2023. 
WW3 output example : Sea of 

Okhotsk, Jan. 1, 2023. 

(Boundary forcing from global 

WW3)

COAMPS in non-coupled mode: Three demo cycling systems with wave models using new 𝑆𝑖𝑐𝑒 
parameterization, with boundary forcing, and ocn/ice/atm forcing from files.
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Ambient noise from breaking waves

• Ambient noise (AN) is produced by shipping, 
biology, wind (waves), sea ice, and rain. We focus 
on the wind (waves) AN here.

• So-called “wind noise” is produced by bubbles 
from breaking waves.

• This noise correlates fairly well with wind speed 
(in the mean). Empirical relations such as Wenz 
curves (figure) exploit this correlation.
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Limits of Prevailing Noise

Wind-Dependent Bubble and Spray Noise
Heavy Precipitation
Heavy Traffic Noise
Thermal Noise

Earth Quakes and Explosions

Low-Frequency Very-Shallow-Water Wind
Usual Traffic Noise-Shallow
Usual Traffic Noise-Deep

Wenz curves from https://dosits.org/science/sounds-in-the-sea/what-are-common-underwater-sounds/

This study

100 Hz 10k Hz
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Ambient noise study

GofAK

ONC(×2)

WAT-GS
GofMX

Antarc

“Utility of ocean wave parameters for improving predictions 
of ambient noise”, E. Rogers, L. Fialkowski, D. Brooker, G. 
Panteleev, J. Fialkowski
Submitted for review; a pdf is here: 
https://doi.org/10.48550/arXiv.2403.18728

Objectives:
• Quantify correlation between ambient 

noise and wave state, independent of 
mutual correlation with wind speed.

• Quantify benefit of including wave state in 
prediction of ambient noise, relative to a 
prediction using only wind speed.

Method: Hydrophone measurements of 
ambient noise, co-located with model-derived 
wave parameters.

https://doi.org/10.48550/arXiv.2403.18728
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Using wind & wave obs at Ocean Station Papa.
Single frequency (841 Hz)

Scatter suggests (for this 
frequency/location/time):
• U10 alone is a good predictor 

of AN, at U10>10 m/s
• There is room for 

improvement at U10<10 m/s

Ambient noise vs. wind speed
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Using wind & wave obs at Ocean Station Papa.
Single frequency (841 Hz), wave parameter “m3”

• Black horizontal lines 
indicate mean m3 of 
that wind speed bin 

• Color is m3 after being 
normalized by mean m3

• This suggests, for U10<10 
m/s, that sea state is a 
fair predictor of error in 
the wind-only model. 
This implies that wave 
parameter can improve 
AN prediction. 
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Ambient noise study

“Utility of ocean wave parameters for improving predictions of ambient noise”, E. Rogers, L. Fialkowski, et al.
Submitted for review; a pdf is here: https://doi.org/10.48550/arXiv.2403.18728

Conclusions:
• Likely, the wave process which leads to ambient 

noise (wave breaking, bubbles) reaches “mature 
state” more quickly than, e.g. wave height, 
consistent with some expectations for 𝑆𝑑𝑠(𝑓).

• Correlation study indicates clear correlation of 
AN with wave parameters, independent of 
mutual correlation with wind. This “residual 
correlation” is rarely more than 0.4. 

• Multilinear regression: there is consistent/robust 
improvement by including wave parameters in 
prediction (vs. wind speed alone). However, it is 
modest, e.g. 0.1-0.25 dB in the RMSE.

https://doi.org/10.48550/arXiv.2403.18728
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Multilinear Regression: Methods

• Each frequency bin is addressed separately (i.e. different frequency, different fit).
• Each location is addressed separately (i.e. different location, different fit).
• Observational data used for calibration is not used for evaluation

• ~67% of time series used for calibration
• ~33% of time series used for evaluation

• We tested three methods of fitting, all of form AN=term1+term2+..., but here we apply two and 
take the better of the two (during training):

1. Linear fit: ‘term’ is ‘coefficient × wave_parameter’
2. Log fit: ‘term’ is ‘coefficient × log10(wave_parameter)’ (this is the traditional method for 

fitting to wind speed)
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Ambient noise study: Results from multilinear regression at six 
locations
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‘Antarc’ hydrophones of ‘HARP’ dataset

Drake Passage

South America

Antarctica

hydrophone

Hildebrand et al. (JASA 2021) : enormous 
dataset (more than one hundred 
cumulative years) from many hydrophones. 
“HARP” dataset, from UCSD, Scripps I.O. 

Time period of colocation: Feb. 2 to 
Nov. 30, 2016. (SWAN nested in 
WW3)

WW3 results shown. Black contours indicate ice 
fraction. Hydrophone is at or near ice for much of the 
hindcast duration.
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The End

Thank you for your attention 
Thanks to ECWMF



33

Extra slides
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Ice noise
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Spectral description of conservation of wave action used 
in wave models (varies by model)

Primary source/sink terms in deep water:

c = propagation speed 
σ = relative radial wave frequency     
ϴ = wave direction

[spectral density of wave action, the variable that is 
being solved for]

[spectral description of source/sink terms]

Sds = Sbr +Sbot +Sice

S=Sin+Sds+Snl4

Governing equation:

𝑁 = 𝑁(𝜎, 𝜃, Ԧ𝑥, 𝑡)

𝑆 = 𝑆(𝜎, 𝜃, Ԧ𝑥, 𝑡)
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Spectral description of conservation of wave action used 
in wave models (varies by model)

Primary source/sink terms in deep water:

c = propagation speed 
σ = relative radial wave frequency     Sds = Sbr +Sbot +Sice

S=Sin+Sds+Snl4

Governing equation:

𝑆𝑖𝑐𝑒 = −2𝐶𝑔𝑘𝑖𝐸
𝑘𝑖  is spatial exponential dissipation rate of wave amplitude.
𝑆𝑖𝑐𝑒 is temporal dissipation rate of energy.

𝐶𝑔 is group velocity

𝐸 is energy density
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Yu et al. (JGR 2019) 

“Using the thickness h of the ice layer as the scale for length, we define the dimensionless 
frequency and wavenumber”

“When the normalization is applied to laboratory and field measurements, scale collapse 
of different data sets is observed, suggesting the relevance of the scaling. The reduction 
of data scattering in the dimensionless plane is advantageous for identifying the 
generalized trend, and comparing with theories.”

“Other scalings, yet to be proposed, are certainly possible
and may be superior.”

Yu et al. (JGR 2019) propose a non-dimensionalization,
𝑘𝑖 = 𝑘𝑖ℎ𝑖𝑐𝑒  and ෝ𝜔 = 2𝜋𝑓 ℎ𝑖𝑐𝑒/𝑔 .
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Normalized space (figure at right):
Our  line gives 𝑛 = 4.46, and we 
round to 𝑛 = 4.5.

Dimensional space: 

𝑘𝑖 = 𝐶ℎ𝑓ℎ𝑖𝑐𝑒
1.25𝑓4.5

Calibrate for zero bias of log(𝑘𝑖).
That gives 𝐶ℎ𝑓 = 2.9 (with SI units).

(note log-log scale)

Approach, including hice : Yu et al. + power fit

ෝ𝜔

 𝑘
𝑖
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Results

Evaluating correlation with 
distance from ice edge.
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Manuscripts about this dataset

Kohout, A.L., Smith, M., Roach, L.A., Williams, G., Montiel, F., Williams, M.J.M., 2020.
Observations of exponential wave attenuation in Antarctic sea ice during the PIPERS
campaign. Annals of Glaciology, 1–14. https://doi.org/10.1017/aog.2020.36

This introduces the field study and presents estimates of dissipation rate using what I call the 
“geometric method” and dissipation rate is primarily computed in terms of total energy. Uses entire 
dataset.

Rogers, W.E., M. Meylan, A. Kohout, 2021: Estimates of spectral wave attenuation in 
Antarctic sea ice, using model/data inversion, Cold Regions Science and Technology, 13 
pp., https://doi.org/10.1016/j.coldregions.2020.103198

This is the paper presented here. It uses what I call the “inversion method”. Dissipation rate is 
computed as a function of frequency (spectral). Focuses on ~40% of dataset.

https://doi.org/10.1016/j.coldregions.2020.103198
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Field experiment overview

• Region: Southern Ocean north of the Ross Sea
• Motion sensors (“buoys”) were deployed on the ice during the ingress and 

egress of the R/V Palmer to the Ross Sea, part of the “PIPERS” field 
experiment

• Ingress: 21-22 April 2017, “western” deployment, 4 buoys, last surviving 
buoys reports to 6 July

• Egress: 30 May to 3 June 2017, “eastern” deployment (by ~470 km), 10 
buoys, last surviving buoy reports to 26 July. 

This study focuses on buoys from the second (outgoing) deployment, 6 to 30 
June. We use 9,477 spectra, or 41% of the full dataset (23,206). These 24 days 
include all large wave events (Hm0>3 m) from the full dataset.
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anti-noise algorithm
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